Abstract—The probability hypothesis density (PHD) recursion propagates the posterior intensity of the random finite set of targets in time. The cardinalized PHD (CPHD) recursion is a generalization of the PHD recursion, which jointly propagates the posterior intensity and the posterior cardinality distribution. In general, the CPHD recursion is computationally intractable. This paper proposes a closed-form solution to the CPHD recursion under linear Gaussian assumptions on the target dynamics and birth process. Based on this solution, an effective multi-target tracking algorithm is developed. Extensions of the proposed closed form recursion to accommodate non-linear models are also given using linearization and unscented transform techniques. The proposed CPHD implementations not only sidestep the need to perform data association found in traditional methods, but also dramatically improve the accuracy of individual state estimates as well as the variance of the estimated number of targets when compared to the standard PHD filter. Our implementations only have a cubic complexity, but simulations suggest favourable performance compared to the standard JPDA filter which has a non-polynomial complexity.
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I. INTRODUCTION

The objective of multi-target tracking is to simultaneously estimate the time-varying number of targets and their states from a sequence of observation sets in the presence of data association uncertainty, detection uncertainty, and noise. The random finite set (RFS) approach, introduced by Mahler as finite set statistics (FISST) [1], [2] is an elegant formulation of the multi-target tracking problem which has generated substantial research interest [3]–[19]. In essence, the collection of target states at any given time is treated as a set-valued multi-target state, and the corresponding collection of sensor measurements is treated as a set-valued multi-target observation. Using RFSs to model the multi-target state and observation, the multi-target tracking problem can be formulated in a Bayesian filtering framework by propagating the posterior distribution of the multi-target state in time [2], [3].
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Due to the inherent combinatorial nature of multi-target densities and the multiple integrations on the (infinite dimensional) multi-target state and observation spaces, the multi-target Bayes recursion is intractable in most practical applications [2], [3]. To alleviate this intractability, the probability hypothesis density (PHD) recursion [2] was developed as a first moment approximation to the multi-target Bayes recursion. The PHD recursion in fact propagates the posterior intensity of the RFS of targets in time. The PHD recursion has the distinct advantage that it operates only on the single-target state space and avoids data associations. Contrary to the belief that the PHD recursion is intractable [20], a closed form solution for linear Gaussian models was proposed in [4], and a full sequential Monte Carlo (SMC) implementation was proposed in [3] with relevant convergence results established in [3], [15], [16]. Multi-target filters based on the PHD recursion have since found successful application in a host of practical problems, for example, terrain vehicle tracking [5], radar tracking [6], feature point tracking of image sequences [7], bistatic radar tracking [8], and sonar image tracking [9], [21]. Novel extensions of the PHD recursion have also been proposed in [19] for multiple models, and in [12], [13], [22], [23] for performing track estimation.

The PHD recursion propagates cardinality information with only a single parameter (the mean of the cardinality distribution), and thus it effectively approximates the cardinality distribution by a Poisson distribution. Since the mean and variance of a Poisson distribution are equal, when the number of targets present is high, the PHD filter estimates the cardinality with a correspondingly high variance. In practice, this limitation manifests itself in erratic estimates of the number of targets [11]. To address this problem, in [24], [25] Mahler relaxed the first order assumption on the number of targets and derived a generalization of the PHD recursion known as the cardinalized PHD (CPHD) recursion, which jointly propagates the intensity function and the cardinality distribution (the probability distribution of the number of targets). The pressing question is: does the additional propagation of cardinality information improve the accuracy of multi-target state estimates? The answer to this question hinges on solving the CPHD recursion. So far however, no closed form solutions for the CPHD recursion have been established [24], [25].

The key contribution of this paper is a closed form solution to the CPHD recursion for linear Gaussian multi-target models. Based on this solution, we also develop:

- An efficient filter for tracking an unknown time-varying number of targets in clutter (Sections III, IV),
- A reduced complexity filter for tracking a known fixed...
number of targets in clutter (Section V),

- Extensions of the proposed closed form recursion to accommodate non-linear multi-target models using linearization and unscented transform techniques (Section VI).

Our proposed multi-target filter is a generalization of the Gaussian mixture PHD filter described in [4]. Although both filters propagate Gaussian mixture intensities analytically in time, there are two key differences. Firstly, the intensity propagation equation in the CPHD filter is much more complex than that in the PHD filter. Secondly, in the CPHD filter there is the additional propagation of the posterior cardinality distribution which is coupled to the propagation of the posterior intensity. Indeed, the Gaussian mixture CPHD filter reduces to the Gaussian mixture PHD filter if the cardinality distributions of the posterior and predicted RFSs are Poisson.

In simulations, our example of tracking an unknown time-varying number of targets in clutter illustrates that an average 12.5 times reduction in the variance of the cardinality estimate of the PHD filter can be obtained. In addition, our example of tracking a known fixed number of targets in clutter illustrates that favourable estimation performance compared to the JPDA filter can be obtained. In the latter comparison, the JPDA filter is run with a gating threshold such that both filters have comparable throughput times.

Preliminary results have been published in previous conference papers; a summary of the closed form solution has appeared in [26], and a performance comparison with the PHD filter has appeared in [27].

This paper is organized as follows. Section II provides an overview of random finite sets, the multi-target Bayes recursion, and the PHD recursion. Section III then introduces the CPHD recursion and proposes a closed form solution to the CPHD recursion for linear Gaussian multi-target models. Demonstrations and numerical studies are considered in Section IV. The reduced complexity filter for tracking a fixed number of targets is derived along with a closed form recursion for linear Gaussian models in Section V. Non-linear extensions are proposed in Section VI. Closing remarks are given in Section VII.

II. BACKGROUND

In this section, we review the multi-target tracking problem formulated in the random finite set or point process framework. In Section II-A, the central ideas in random set modelling are described and the full multi-target Bayes recursion is presented, and in Section II-B the PHD recursion is presented. This sets the scene for Section III, where the cardinalized PHD (CPHD) recursion is considered.

A. Random Finite Sets

Suppose at time $k$ there are $N(k)$ targets with states $x_{k,1}, \ldots, x_{k,N(k)}$ each taking values in a state space $\mathcal{X} \subseteq \mathbb{R}^{n_x}$. Suppose also at time $k$ that $M(k)$ measurements $z_{k,1}, \ldots, z_{k,M(k)}$ are received each taking values in an observation space $\mathcal{Z} \subseteq \mathbb{R}^{n_z}$. Then, the multi-target state $X_k$ and the multi-target measurement $Z_k$, at time $k$, are defined as

$$X_k = \{x_{k,1}, \ldots, x_{k,N(k)}\} \in \mathcal{F}(\mathcal{X}),$$

$$Z_k = \{z_{k,1}, \ldots, z_{k,M(k)}\} \in \mathcal{F}(\mathcal{Z}),$$

where $\mathcal{F}(\mathcal{X})$ and $\mathcal{F}(\mathcal{Z})$ denote the respective collections of all finite subsets of $\mathcal{X}$ and $\mathcal{Z}$. By modelling the multi-target state and multi-target observation as random finite sets (RFSs), the multi-target filtering problem can be posed as a Bayesian filtering problem [1]–[3] with state space $\mathcal{F}(\mathcal{X})$ and observation space $\mathcal{F}(\mathcal{Z})$. Intuitively, an RFS is simply a finite-set-valued random variable which can be completely characterized by a discrete probability distribution and a family of joint probability densities. The discrete distribution characterizes the cardinality of the set, whilst for a given cardinality, an appropriate density characterizes the joint distribution of all elements in the set [1], [28], [29].

In this paper, we consider multi-target dynamics modelled by

$$X_k = \left[ \bigcup_{\zeta \in X_{k-1}} S_{h|k-1}(\zeta) \right] \cup \Gamma_k,$$

where $X_{k-1}$ is the multi-target state at time $k-1$, $S_{h|k-1}(\zeta)$ is the surviving RFS of target at time $k$ that evolved from a target with previous state $\zeta$, and $\Gamma_k$ is the RFS of spontaneous births at time $k$ (for simplicity we do not consider target spawning\(^1\)). Similarly, the multi-target sensor observations are modelled by

$$Z_k = \left[ \bigcup_{x \in X_k} \Theta_k(x) \right] \cup K_k,$$

where $\Theta_k(x)$ is the RFS of measurements generated by the single-target state $x$ at time $k$, and $K_k$ is the RFS of clutter measurements or false alarms at time $k$.

The multi-target transition density\(^2\) $f_{k|k-1}(\cdot|\cdot)$ describes the transition of the multi-target state and encapsulates the underlying models of target motions, births and deaths. Similarly, the multi-target likelihood\(^3\) $g_k(\cdot|\cdot)$ describes the multi-target sensor measurement and encapsulates the underlying models of detections, false alarms, and target generated measurements. The multi-target Bayes recursion propagates the multi-target posterior density $\pi_k(\cdot|Z_{1:k})$ in time [1]–[3] according to

$$\pi_{k|k-1}(X_k|Z_{1:k-1}) = \int f_{k|k-1}(X_k|X) \pi_{k-1}(X|Z_{1:k-1}) \mu_k(dX),$$

$$\pi_k(X_k|Z_{1:k}) = \frac{g_k(Z_k|X_k) \pi_{k|k-1}(X_k|Z_{1:k-1})}{\int g_k(Z_k|X) \pi_{k|k-1}(X|Z_{1:k-1}) \mu_k(dX)},$$

where $\mu_k$ is an appropriate reference measure on $\mathcal{F}(\mathcal{X})$. For further details on a measure theoretic description of the multi-target Bayes recursion, the reader is referred to [3]. However,

\(^1\)Generally, the RFS framework for multi-object filtering encompasses target spawning, for further details see [2].

\(^2\)The same notation is used for multi-target and single-target densities throughout. There should be no conflict since in the single-target case the arguments are vectors whereas in the multi-target case the arguments are finite sets.
due to the combinatorial nature of multi-target densities and the multiple integrations in (5)-(6), the multi-target Bayes recursion is intractable in most practical applications.

B. The PHD Recursion

The PHD or the intensity function of a random finite set \( X \) on \( X \), is a non-negative function \( v \) on \( X \) with the property that for any closed subset \( S \subseteq X \)

\[
E \left[ |X \cap S| \right] = \int_S v(x)dx
\]

where \( |X| \) denotes the number of elements of \( X \). In other words, for a given point \( x \), the intensity \( v(x) \) is the density of expected number of targets per unit volume at \( x \). Indeed, the intensity function is the first order moment of a RFS [28], [4].

The PHD recursion was proposed by Mahler in [2] as a first moment approximation to the full multi-target Bayes recursion (5)-(6). It propagates the posterior intensity of the RFS of targets in time and does not require any data association computations. Let \( v_{k|k-1} \) and \( v_k \) denote the intensities associated with the predicted and posterior multi-target state. Then, based on the following assumptions

- Each target evolves and generates measurements independently of one another;
- The birth RFS and the surviving RFSs are independent of each other;
- The clutter RFS is Poisson and independent of the measurement RFSs;
- The predicted multi-target RFS is Poisson, the PHD recursion is given by

\[
v_{k|k-1}(x) = \int p_{S,k}(\zeta) f_{k|k-1}(x|\zeta) v_{k-1}(\zeta) d\zeta + \gamma_k(x) \quad (7) \\
v_k(x) = \left[ 1 - p_{D,k}(x)v_{k|k-1}(x) \right] + \sum_{z \in Z_k} p_{D,k}(x)g_k(z|x)v_{k|k-1}(x)\right) + \frac{\int_{\zeta} p_{D,k}(\zeta)g_k(z|\zeta)v_{k|k-1}(\zeta)\,d\zeta}{\int_{\zeta} p_{D,k}(\zeta)g_k(z|\zeta)v_{k|k-1}(\zeta)\,d\zeta} \quad (8)
\]

where at time \( k \), \( f_{k|k-1}(\cdot|\zeta) \) is the single target transition density given previous state \( \zeta \), \( p_{S,k}(\zeta) \) is the probability of target existence given current state \( \zeta \), \( \gamma_k(\cdot) \) is the intensity of target births, \( Z_k \) is the multi-target measurement set, \( g_k(\cdot|x) \) is the single target measurement likelihood given current state \( x \), \( p_{D,k}(x) \) is the probability of target detection given current state \( x \), and \( \kappa_k(\cdot) \) is the intensity of clutter.

A closed form solution to the PHD recursion (7)-(8) has been established for linear Gaussian multi-target models, full details on the derivation and implementation are given in [4]. The PHD recursion also encompasses target spawning, however such provisions are not required here and are omitted for clarity.

The primary weakness of the PHD recursion is a loss of higher order cardinality information. Since the PHD recursion is a first order approximation, it propagates cardinality information with only a single parameter and effectively approximates the cardinality distribution by a Poisson distribution with matching mean. Since the mean and variance of a Poisson distribution are equal, when the number of targets present is high, the PHD filter estimates the cardinality with a correspondingly high variance. Additionally, the mean number of targets is effectively an expected a posteriori (EAP) estimator, which can be erratic because of minor modes induced by clutter in low signal-to-noise ratio (SNR) conditions.

III. SOLUTION TO THE CARDINALIZED PHD RECURRENCE

The cardinalized PHD (CPHD) recursion was proposed by Mahler in [24], [25] to address the limitations of the PHD recursion. In essence, the strategy behind the CPHD recursion is to jointly propagate the intensity function and the cardinality distribution (the probability distribution of the number of targets). An interesting interpretation of the CPHD recursion was given in [30].

In subsection III-A, we derive a special form of the CPHD recursion which explicitly shows the propagation of the intensity and cardinality. This particular form is central to our derivation of a closed form solution presented in subsection III-B. Extraction of multi-target state estimates is described in subsection III-C and implementation issues are considered in subsection III-D.

The following notation is used throughout the paper. We denote by \( C_n^\ell \) the binomial coefficient \( \binom{n}{\ell} \), \( P_n^\ell \) the permutation coefficient \( \frac{n!}{(n-\ell)!} \), \( \langle \cdot, \cdot \rangle \) the inner product defined between two real valued functions \( \alpha \) and \( \beta \) by

\[
\langle \alpha, \beta \rangle = \int \alpha(x)\beta(x)\,dx,
\]

(or \( \sum_{\ell=0}^{\infty} \alpha(\ell)\beta(\ell) \) when \( \alpha \) and \( \beta \) are real sequences), and \( e_j(\cdot) \) the elementary symmetric function [31] of order \( j \) defined for a finite set \( Z \) of real numbers by

\[
e_j(Z) = \sum_{S \subseteq Z, |S| = j} \left( \prod_{\zeta \in S} \zeta \right),
\]

with \( e_0(Z) = 1 \) by convention.

A. The Cardinalized PHD Recursion

The CPHD recursion rests on the following assumptions regarding the target dynamics and observations:

- Each target evolves and generates measurements independently of one another;
- The birth RFS and the surviving RFSs are independent of each other;
- The clutter RFS is an i.i.d cluster process and independent of the measurement RFSs;
- The prior and predicted multi-target RFSs are i.i.d cluster processes.
The above assumptions are the similar to those in the PHD recursion, except that in this case, i.i.d cluster processes are encountered. Let \( v_{k|k-1} \) and \( p_{k|k-1} \) denote the intensity and cardinality distribution associated with the predicted multi-target state. Let \( v_k \) and \( p_k \) denote the intensity and cardinality distribution associated with the posterior multi-target state. The following propositions show explicitly how the posterior intensity and posterior cardinality distribution are jointly propagated in time. (See Appendix A for the proofs).

**Proposition 1** Suppose at time \( k = 1 \) that the posterior intensity \( v_{k-1} \) and posterior cardinality distribution \( p_{k-1} \) are given. Then, the predicted cardinality distribution \( p_{k|k-1} \) and predicted intensity \( v_{k|k-1} \) are given by

\[
p_{k|k-1}(n) = \sum_{j=0}^{n} p_{r,k}(n-j) \Pi_{k|k-1}[v_{k-1}, p_{k-1}](j), \tag{9}
\]

\[
v_{k|k-1}(x) = \int p_{S,k}(\zeta) f_{k|k-1}(x|\zeta) v_{k-1}(\zeta) d\zeta + \gamma_k(x), \tag{10}
\]

where

\[
\Pi_{k|k-1}[v, p](j) = \sum_{\ell} C_{j,\ell} \frac{1}{p_{S,k}(v)} \frac{1 - p_{S,k}(v)^{j-\ell}}{\ell!} \frac{p(\ell)}{p(\ell)}, \tag{11}
\]

\[
f_{k|k-1}(\cdot|\zeta) = \text{single target transition density at time } k
\]

given previous state \( \zeta \),

\[
p_{S,k}(\cdot) = \text{probability of target existence at time } k
\]

given previous state \( \zeta \),

\[
\gamma_k(\cdot) = \text{intensity of spontaneous births at time } k,
\]

\[
p_{T,k}(\cdot) = \text{cardinality distribution of births at time } k.
\]

**Proposition 2** Suppose at time \( k \) that the predicted intensity \( v_{k-1} \) and predicted cardinality distribution \( p_{k|k-1} \) are given. Then, the updated cardinality distribution \( p_k \) and updated intensity \( v_k \) are given by

\[
p_k(n) = \frac{\Upsilon_k[v_{k|k-1}, Z_k](n)p_{k|k-1}(n)}{\Upsilon_k[v_{k|k-1}, Z_k, p_{k|k-1}]}, \tag{12}
\]

\[
v_k(x) = \sum_{z \in Z_k} \frac{\Upsilon_k[v_{k|k-1}, Z_k, \psi_k(x,v)]}{\Upsilon_k[v_{k|k-1}, Z_k, p_{k|k-1}]} \psi_k(z,x)v_{k|k-1}(x), \tag{13}
\]

where

\[
\Upsilon_k[v, Z](n) = \sum_{j=0}^{\min(|Z|, n)} \binom{|Z| - j}{n-j} p_{K,k}(j) \times \frac{1 - p_{D,k}(v)^{n-(j+u)}}{(j+u)!} e_j(\Xi_k(v, Z)), \tag{14}
\]

\[
\psi_k(z, x) \equiv \binom{1, \kappa_k}{\kappa_k}\gamma_k(z|x)p_{D,k}(x), \tag{15}
\]

\[
\Xi_k(v, Z) = \{(v, \psi_k, z) : z \in Z\}, \tag{16}
\]

\( Z_k \) given current state \( x \), \( p_{D,k}(x) = \text{probability of target detection at time } k \) given current state \( x \), \( \gamma_k(\cdot) = \text{intensity of clutter measurements at time } k \), \( p_{K,k}(\cdot) = \text{cardinality distribution of clutter at time } k. \)

Propositions 1 and 2 are, respectively, the prediction and update steps of the CPHD recursion. CPHD cardinality prediction (9) is simply a convolution of the cardinality distributions of the birth and surviving targets. This is because the predicted cardinality is the sum of the cardinalities of the birth and surviving targets. CPHD intensity prediction (10) is the same as the PHD prediction (7). Note that the CPHD cardinality and intensity prediction (9)-(10) are uncoupled, while the CPHD cardinality and intensity update (12)-(13) are coupled. Nonetheless, the CPHD intensity update (13) is similar to the PHD update (8) in the sense that both have one missed detection term and \( |Z_k| \) detection terms. The cardinality update (12) incorporates the clutter cardinality, the measurement set, the predicted intensity and predicted cardinality distribution. Indeed (12) is a Bayes update, with \( \Upsilon_k[v_{k|k-1}; Z_k](n) \) being the likelihood of the multi-target observation \( Z_k \) given that there are \( n \) targets, and \( \Upsilon_k[v_{k|k-1}; Z_k, p_{k|k-1}] \) as the normalizing constant.

**B. Closed Form Solution to the CPHD Recursion**

Based on the above form of the CPHD recursion (9)-(10) and (12)-(13), we now derive a closed form solution to the CPHD recursion for the special class of linear Gaussian multi-target models.

The class of linear Gaussian multi-target models consists of standard linear Gaussian assumptions for the transition and observation models of individual targets, as well as certain assumptions on the birth, death and detection of targets:

- Each target follows a linear Gaussian dynamical model i.e.
  \[
  f_k|x(\cdot|\gamma) = \mathcal{N}(x; F_k|x, Q_{k-1}), \tag{17}
  \]
  \[
  g_k(z|x) = \mathcal{N}(z; H_k|x, R_k), \tag{18}
  \]
  where \( \mathcal{N}(\cdot; m, P) \) denotes a Gaussian density with mean \( m \) and covariance \( P \), \( F_k \) is the state transition matrix, \( Q_{k-1} \) is the process noise covariance, \( H_k \) is the observation matrix, and \( R_k \) is the observation noise covariance.

- The survival and detection probabilities are state independent, i.e.
  \[
  p_{S,k}(\cdot) = p_{S,k}, \tag{19}
  p_{D,k}(\cdot) = p_{D,k}. \tag{20}
  \]

- The intensity of the birth RFS is a Gaussian mixture of the form
  \[
  \gamma_k(x) = \sum_{i=1}^{J_{\gamma,k}} w_{\gamma,k}^{(i)} \mathcal{N}(x; m_{\gamma,k}^{(i)}, P_{\gamma,k}^{(i)}). \tag{21}
  \]
  where \( w_{\gamma,k}^{(i)}, m_{\gamma,k}^{(i)}, P_{\gamma,k}^{(i)} \) are the weights, means and covariances of the mixture birth intensity.
For the linear Gaussian multi-target model, the following two propositions present a closed-form solution to the CPHD recursion (9)-(10) and (12)-(13). More concisely, these propositions show how the posterior intensity (in the form of its Gaussian components) and the posterior cardinality distribution are analytically propagated in time.

**Proposition 3** Suppose at time $k-1$ that the posterior intensity $v_{k-1}$ and posterior cardinality distribution $p_{k-1}$ are given, and that $v_{k-1}$ is a Gaussian mixture of the form

$$
v_{k-1}(x) = \sum_{i=1}^{J_{k-1}} w_{k-1}^{(i)}(x; m_{k-1}^{(i)}, P_{k-1}^{(i)}) .
$$

Then, $v_{k|k-1}$ is also a Gaussian mixture, and the CPHD prediction simplifies to

$$p_{k|k-1}(n) = \sum_{j=0}^{n} \hat{p}_{T,k}(n-j) \sum_{\ell=0}^{\infty} C_{\ell} p_{k-1}(\ell) p_{\hat{S},k}(1 - p_{\hat{S},k})^{\ell-\ell},
$$

$$v_{k|k-1}(x) = v_{S,k|k-1}(x) + v_{\eta,k|k-1}(x),$$

where $\gamma_k$ is given by (21),

$$v_{S,k|k-1}(x) = p_{S,k} \sum_{j=1}^{J_{k-1}} w_{k-1}(x; m_{S,k|k-1}^{(j)}, P_{S,k|k-1}^{(j)}),$$

$$m_{S,k|k-1} = F_{k-1} m_{k-1},
$$

$$P_{S,k|k-1} = Q_{k-1} + F_{k-1} P_{k-1} F_{k-1}^T.$$

**Proposition 4** Suppose at time $k$ that the predicted intensity $v_{k|k-1}$ and predicted cardinality distribution $p_{k|k-1}$ are given, and that $v_{k|k-1}$ is a Gaussian mixture of the form

$$v_{k|k-1}(x) = \sum_{i=1}^{J_{k-1}} w_{k|k-1}^{(i)}(x; m_{k|k-1}^{(i)}, P_{k|k-1}^{(i)}).$$

Then, $v_k$ is also a Gaussian mixture, and the CPHD update simplifies to

$$p_k(n) = \frac{\Psi_k^{(i)}[w_{k|k-1}, Z_k](n)p_{k|k-1}(n)}{\Psi_k^{(i)}[w_{k|k-1}, Z_k, p_{k|k-1}]} .
$$

$$v_k(x) = \frac{\langle \Psi_k^{(i)}[w_{k|k-1}, Z_k, p_{k|k-1}] \rangle}{\langle \Psi_k^{(i)}[w_{k|k-1}, Z_k, p_{k|k-1}] \rangle} (1 - p_{D,k}) v_{k|k-1}(x)
$$

$$+ \sum_{z \in Z_k} \sum_{j=1}^{J_{k-1}} w_{k|k-1}(z) N(x; m_{k|k-1}^{(j)}(z), P_{k|k-1}^{(j)}),
$$

where

$$\Psi_k^{(i)}[w, Z](n) = \min(\{ |Z|, n \}) \sum_{j=0}^{n-\min(\{ |Z|, n \})} (1 - p_{D,k})^{n-\min(\{ |Z|, n \})} \sum_{u=0}^{\min(\{ |Z|, n \})} e_j(\Lambda_k(w, Z)) ,
$$

$$\Lambda_k(w, Z) = \left\{ \frac{(l, \kappa_\eta)}{\kappa_\eta(z)} p_{D,k} T_k(z; z \in Z) \right\} ,
$$

$$w_{k|k-1} = [w_{k|k-1}^{(1)}, ..., w_{k|k-1}^{(J_{k-1})}]^T,
$$

$$q_k(z) = [q_k^{(1)}(z), ..., q_k^{(J_{k-1})}(z)]^T,
$$

$$q_k^{(j)}(z) = N(z; \eta_k^{(j)}(z), S_k^{(j)}),
$$

$$\eta_k^{(j)}(z) = H_k m_{k|k-1}^{(j)} ,
$$

$$S_k^{(j)} = H_k P_k^{(j)} H_k^T + R_k ,
$$

$$u_k^{(j)}(z) = p_{D,k} w_k^{(j)}(z) \times \left\{ \Psi_k^{(j)}[w_{k|k-1}, Z_k^{(j)}], p_{k|k-1}(1, \kappa_k) \right\} ,
$$

$$m_k^{(j)} = m_k^{(j)} + K_k(z - \eta_k^{(j)}(z)) ,
$$

$$P_k^{(j)} = [I - K_k H_k] P_k^{(j)} ,
$$

$$K_k = F_k T_k^T \left[ \Sigma_k^{(j)}(z) \right] .
$$
for computing the means, covariances and weights of \(v_k\) from those of \(v_{k|k-1}\), and also for computing the distribution \(p_k\) from \(p_{k|k-1}\), when a new set of measurements arrives. Efficient techniques for computing the elementary symmetric functions are described in Section III-D. Propositions 3 and 4 are, respectively, the prediction and update steps of the CPHD recursion for linear Gaussian multi-target models.

**Remark:** The above propositions can easily be extended to linear jump Markov models for handling multiple maneuvering targets analogous to the approach in [19]. However, for reasons of clarity and space constraints, these extensions are omitted.

### C. Multi-Target State Extraction

Similar to the Gaussian mixture PHD filter [4], state extraction in the Gaussian mixture CPHD filter involves first estimating the number of targets, and then extracting the corresponding number of mixture components with the highest weights from the posterior intensity as state estimates.

The number of targets can be estimated using for example an expected a posteriori (EAP) estimator \(\hat{N}_k = \mathbb{E}[|X_k|]\) or a maximum a posteriori (MAP) estimator \(\hat{N}_k = \arg \max p_k(\cdot)\). Note that the EAP estimator is likely to fluctuate and be unreliable under low SNR conditions. This occurs because false alarms and target missed detections tend to induce minor modes in the posterior cardinality, and consequently the expected value is randomly shifted away from the target induced primary mode. On the other hand, the MAP estimator is likely to be more reliable since it ignores minor modes and locks directly onto the target induced primary mode. For these reasons, the MAP estimator is usually preferred over the EAP estimator [24], [25].

Note that the sequential Monte Carlo (SMC) implementation of the PHD filter in [3] can easily be extended to the CPHD case [24], [25]. In SMC implementations, state extraction involves clustering to partition the particle population into a given number of clusters, e.g. the estimated number of targets \(\hat{N}_k\). This works well when the posterior intensity \(v_k\) naturally has \(N_k\) clusters. Conversely, when \(N_k\) differs from the natural number of clusters in the particle population, the state estimate becomes unreliable. In contrast, the Gaussian mixture representation of the intensities obviates the need for clustering.

### D. Implementation Issues

#### 1) Computing Cardinality Distributions: Propagating the cardinality distribution essentially involves using (23) and (29) to recursively predict and update the weights of the distribution. However, if the cardinality distribution is infinite tailed, propagation of the entire posterior cardinality is generally not possible since this would involve propagating an infinite number of terms. In practice, if the cardinality distributions are short or moderate tailed, they can be truncated at \(n = N_{\text{max}}\) and approximated with a finite number of terms \(\{p_k(n)\}_{n=0}^{N_{\text{max}}}\). Such an approximation is reasonable when \(N_{\text{max}}\) is significantly greater than the number of targets on the scene at any time.

#### 2) Computing Elementary Symmetric Functions: Evaluating the elementary symmetric functions directly from the definition is clearly intractable. Using a basic result from combinatorics theory known as the Newton-Girard formulae or equivalently Vieta’s Theorem, the elementary symmetric function \(e_j(\cdot)\) can be computed using the following procedure [31]. Let \(p_1, p_2, \ldots, p_M\) be distinct roots of the polynomial \(\alpha_M x^M + \alpha_{M-1} x^{M-1} + \ldots + \alpha_1 x + \alpha_0\). Then, \(e_j(\cdot)\) for orders \(j = 0, \ldots, M\) is given by \(e_j(p_1, p_2, \ldots, p_M) = (-1)^j \alpha_{M-j}/\alpha_M\). The values \(e_j(Z)\) can thus be evaluated by expanding out the polynomial with roots given by the elements of \(Z\), which can be implemented using an appropriate recursion or convolution. For a finite set \(Z\), calculation of \(e_j(Z)\) requires \(|Z|^2\) operations. It is shown in [32] (see Theorem 8.14) that this complexity can be reduced to \(O(|Z|^2 \log^2 |Z|)\) operations using a suitable decomposition and recursion.

In the CPHD recursion, each data update step requires the calculation of \(|Z|+1\) elementary symmetric functions, i.e. one for \(Z\) and one for each set \(\{Z \setminus \{z\}\}\) where \(z \in Z\). Thus, the CPHD recursion has a complexity of \(O(|Z|^3)\). Furthermore, using the procedure in [32], the CPHD filter has a complexity of \(O(|Z|^2 \log^2 |Z|)\). Although this appears to be a modest saving, when \(|Z|\) is large the reduction in complexity may be of some advantage. In practice, the number of measurements can be reduced by gating techniques as done in traditional tracking algorithms [33], [34].

#### 3) Managing Mixture Components: Similar to Gaussian mixture PHD filter [4], the number of Gaussian components required to represent the posterior increases without bound. To mitigate this problem, the ‘pruning’ and ‘merging’ procedure described in [4] is also directly applicable for the Gaussian mixture CPHD filter. The basic idea is to discard components with negligible weights and merge components that are close together. More sophisticated techniques for mixture approximation are available e.g. [35], however these are more computationally expensive.

### IV. NUMERICAL STUDIES

In this section, two simulations are presented to demonstrate the performance of the proposed Gaussian mixture CPHD filter. Each scenario also presents a performance comparison with the Gaussian mixture PHD filter (see [4] for complete details on this filter), with a view towards investigating the relative advantages and disadvantages of propagating complete cardinality information.

The following single-target model is used in all scenarios. The target state is a vector of position and velocity \(x_k = [p_{x,k}, p_{y,k}, \dot{p}_{x,k}, \dot{p}_{y,k}]^T\) and follows a linear Gaussian transition model (17) with

\[
F_k = \begin{bmatrix} I_2 & \Delta I_2 \\ 0_2 & I_2 \end{bmatrix}, \quad Q_k = \sigma_v^2 \begin{bmatrix} \Delta^2 I_2 & \Delta^3 I_2 \\ \Delta^3 I_2 & \Delta^4 I_2 \end{bmatrix},
\]

where \(I_n\) and \(0_n\) denote the \(n \times n\) identity and zero matrices respectively, \(\Delta = 1/s\) is the sampling period, and \(\sigma_v = 5/(m/s^2)\) is the standard deviation of the process noise. The probability of target survival is fixed to \(p_{S,k} = 0.99\). The single-target measurement model is linear Gaussian (18) with

\[
H_k = \begin{bmatrix} I_2 \\ 0_2 \end{bmatrix}, \quad R_k = \sigma_r^2 I_2,
\]
where $\sigma_x = 10m$ is the standard deviation of the measurement noise. The surveillance region is the square $\mathcal{X} = [-1000, 1000] \times [-1000, 1000]$ (units are in $m$). Clutter is modelled as a Poisson RFS with intensity $\kappa_c(z) = \lambda_c V u(z)$, where $u(^\cdot)\;$ is the uniform probability density over $\mathcal{X}$, $V = 4 \times 10^6m^2$ is the ‘volume’ of $\mathcal{X}$, and $\lambda_c = 1.25 \times 10^{-5}m^{-2}$ is the average clutter intensity (hence the average number of false detections per frame is 50). The probability of target detection is fixed at $p_{D,k} = 0.98$.

In all examples, the pruning procedure described in [4] is performed at each time step using a weight threshold of $T = 10^{-5}$, a merging threshold of $U = 4m$, and a maximum of $J_{max} = 100$ Gaussian components (see [4] for the meaning of these parameters). The number of targets is estimated using an MAP estimator on the cardinality distribution which is calculated to a maximum of $N_{max} = 200$ terms.

Two criteria known as the Wasserstein distance (WD) [36] and circular position error probability (CPEP) [37] for a radius of $r = 20m$ are used for performance evaluation. Let $\hat{X}$ and $X$ denote the estimated and true multi-target states respectively. The WD between $\hat{X}$ and $X$ is defined by

$$d(\hat{X}, X) = \min C \left[ \sum_{i=1}^{\lfloor |\hat{X}| \rfloor} \sum_{j=1}^{\lfloor |X| \rfloor} C_{ij} \| \hat{x}_i - x_j \|^2 \right]^{1/2},$$

where $C$ is the set of all transportation matrices (a transportation matrix is one whose entries $C_{ij}$ satisfy $C_{ij} > 0$, $\sum_{i=1}^{\lfloor |X| \rfloor} C_{ij} = 1/|X|$, $\sum_{j=1}^{\lfloor |X| \rfloor} C_{ij} = 1/|\hat{X}|$). The CPEP is defined by

$$\text{CPEP}(r) = \frac{1}{|X|} \sum_{x \in X} \mathbb{P}\{\|H_k \hat{x} - H_k x\| > r \; \forall \; \hat{x} \in \hat{X}\}.$$ 

Note that the WD penalizes errors in both the estimated state and cardinality, whilst the CPEP only penalizes errors in individual state estimates but not errors in the estimated cardinality.

**Example 1:** Consider a typical tracking scenario in which up to 10 targets are present at any time. Target births appear from 4 different locations according to a Poisson RFS with intensity $\gamma_0(x) = \sum_{i=1}^{4} w_i N(x; m_i^{(1)}, P_i)$ where $w_i = 0.03$, $m_i^{(1)} = [0, 0, 0, 0]^T$, $m_i^{(2)} = [400, 0, -600, 0]^T$, $m_i^{(3)} = [-800, 0, -200, 0]^T$, $m_i^{(4)} = [-200, 0, 800, 0]^T$, and $P_i = \text{diag}([10, 10, 10, 10]^T)$. In Figure 1, the true target trajectories are shown in the $xy$ plane, whilst in Figure 2 the trajectories are shown in $x$ and $y$ coordinates versus time with a sample CPHD filter output superimposed. Note that 3 targets cross at time $k = 40$ whilst another 2 cross at time $k = 60$. It can be seen from Figure 2 that the CPHD filter is able to correctly identify target births, motions and deaths, and has no trouble handling target crossings. To give an indication of processing time, the Gaussian mixture CPHD filter consumed approximately 10.2s per sample run over 100 time steps, whilst the Gaussian mixture PHD filter consumed 2.7s for the same data (both implemented in MATLAB on a standard notebook computer).

To verify the performance of the proposed Gaussian mixture CPHD filter, 1000 Monte Carlo (MC) runs are performed on the same target trajectories but with independently generated clutter and (target originated) measurements for each trial. For comparison, 1000 MC runs are performed on exactly the same data using the Gaussian mixture PHD filter. In Figure 3, the true number of targets at each time step is shown along with the MC average of the mean and standard deviation of the cardinality distribution for both the CPHD and PHD filters. The plots demonstrate that both filters converge to the correct number of targets present, and that the variance of the cardinality distribution is much smaller in the CPHD filter than in the PHD filter (the average reduction in the variance over 100 time steps is approximately 12.5 times).

**Remark:** The correct convergence of both the PHD and CPHD filters’ mean number of targets is only true as average behaviour. More importantly, it is the variance of this estimate that determines the usefulness of the filter since for any given sample path, the PHD filter’s estimate of the number of targets is extremely jumpy and inaccurate, whereas the CPHD filter’s estimate is far more reliable and accurate.
Further examination of the cardinality statistics reveals a difference in performance regarding the filters’ response to changes in the number of targets. Indeed, the simulations also suggest that the average response time of the CPHD filter is slower than that of the PHD filter. A possible explanation for this observation is that the PHD filter’s cardinality estimate has a relatively high variance, thus it has low confidence in its estimate and is easily influenced by new incoming measurement information. On the other hand, the CPHD filter’s cardinality estimate has a lower variance, and as a consequence it is much more confident in its estimate and is not easily influenced by new incoming measurements.

For each time step the MC average of the WD is shown in Figure 4a, and the MC average of the CPEP is shown in Figure 4b, for both the CPHD and PHD filters. The figures show that the WD and CPEP exhibit peaks when there is a change in the number of targets. This observation can be expected since the filters are adapting to changes in cardinality at those corresponding time instants. Also note that the peaks in the both the WD and CPEP curves are smaller in the PHD filter than in the CPHD filter. A possible explanation here is that the PHD filter has a faster response to cardinality changes and so on average incurs a lower penalty in this respect. Also note that during time intervals when number of targets is steady, the PHD filter has a higher WD value whilst both filters have similar CPEP values. A possible explanation here is that CPHD filter produces more accurate state and cardinality estimates in such conditions and so on average incurs a lower WD. On the other hand, while the PHD filter estimates are further away from the true position, many still fall within a surrounding 20m radius, resulting in roughly the same CPEP.

Example 2: This example examines the PHD and CPHD filters’ responses to rapid changes in the number of targets. For simplicity, a total of 10 targets travel along parallel horizontal trajectories, where each trajectory covers a distance of 500m parallel to the x-axis and is separated at 200m intervals along the y-axis. For the first half of the simulation, target births occur at consecutive 1 unit time intervals, and for the second half target deaths occur at consecutive 1 unit time intervals. Essentially, there is a rapid succession of births to begin, followed by a brief period of having 10 targets simultaneously, and a rapid succession of deaths to finish. Target births are modelled on a Poisson RFS with intensity $\gamma_k(x) = \sum_{i=0}^{10} 0.05N(x; m^{(i)}, P_0)$ where $m^{(i)} = [-900, 30, -900 + 200(i - 1), 0]^T$, and $P_0 = \text{diag}([5, 15, 5, 15])^T$. The processing times of the Gaussian mixture CPHD and PHD filters were approximately 2.8s and 1.0s respectively per sample run over 22 time steps (in MATLAB on a standard notebook computer).

As before, 1000 Monte Carlo runs are performed. In Figure 5, the MC average of the mean and standard deviation of the cardinality distribution are shown versus time for both the CPHD and PHD filters. As expected, the variance of the cardinality distribution is much smaller in the CPHD filter than in the PHD filter. Furthermore, considering the filter response to changes in the number of targets, it appears that the CPHD filter response is delayed by several time instants whilst the PHD filter response is almost instantaneous. These observations suggest a trade off between average response times and reliability of cardinality estimates.

The MC average of the WD and CPEP versus time are shown in Figure 6a and Figure 6b respectively. The plot of the WD shows that the CPHD filter is penalized more than the PHD filter throughout the entire simulation. This is most likely because the number of targets constantly changes causing the CPHD filter to be constantly penalized for errors in its estimated cardinality (having a lagging response to cardinality changes). Note that the plot of the WD for the CPHD filter increases over the second half of the simulation because the lag on the filter increases (as seen in Figure 5a). If there are no further cardinality changes after $k = 22s$ and the filter is run for several more time steps, the WD values actually drop and settle. The plot of CPEP on the other hand reveals further differences. For the first half of the simulation where there are only target births, the PHD filter appears to perform better. This is most likely because the PHD filter has a fast
Fig. 5. 1000 MC run average of cardinality statistics versus time for (a) CPHD filter (b) PHD filter

Fig. 6. Comparison of performance measures for PHD/CPHD filters (a) WD vs time (b) CPEP (with \( r = 20m \)) vs time

response to cardinality changes and is able to correctly identify targets births as soon as they appear. For the second half where there are only target deaths, the CPHD appears to perform better. This is most likely a result of the CPHD filter having a slower response to cardinality changes and consequently overestimating the number of targets whilst not being penalized by the CPEP for doing so.

V. SPECIAL CASE OF THE CPHD FILTER FOR TRACKING A FIXED NUMBER OF TARGETS

In a number of applications, there are neither target births nor deaths and the number of targets is known a priori (and fixed), e.g. tracking footballers on a field during playing time. While the CPHD filter is applicable in this case, it is more efficient to exploit the explicit knowledge of the number of targets. This section presents a special case of the CPHD recursion for tracking a fixed number of targets in clutter and proposes a closed form implementation for linear Gaussian multi-target models.

A. Recursion

Since there are no births nor deaths, the birth intensity is \( \gamma_k(x) = 0 \) and the probability of survival is \( p_{S,k}(x) = 1 \). Let \( N \in \mathbb{N} \) be the fixed and known number of targets. Then, it follows from the CPHD cardinality recursion (9) and (12) that the cardinality distribution at any time must be a Dirac delta function centred on \( N \), i.e. \( p_{k|k-1}(\cdot) = p_{k}(\cdot) = \delta_{N}(\cdot) \). Moreover, it can be seen that the predicted and updated intensities (10) and (13) reduce to

\[
v_{k|k-1}(x) = \int f_{k|k-1}(x|\zeta)\psi_{k-1}(\zeta)d\zeta, \tag{42}
\]

\[
v_{k}(x) = \frac{\Psi^{1}_{k}[v_{k|k-1}, Z_{k}](N)}{\Psi^{1}_{k}[v_{k|k-1}, Z_{k}](N)}(1 - p_{D,k}(x))v_{k|k-1}(x) + \sum_{z \in Z_{k}} \frac{\Psi^{1}_{k}[v_{k|k-1}, Z_{k} \backslash \{z\}](N)}{\Psi^{0}_{k}[v_{k|k-1}, Z_{k}](N)}\psi_{k,z}(x)v_{k|k-1}(x), \tag{43}
\]

where \( \Psi^{1}_{k}(\cdot, Z, \cdot) \) is given in (14).

Equations (42)-(43) define a special case of the CPHD recursion for tracking a fixed number of targets in clutter (including the case of a single target). The above recursion also admits a closed form solution under linear Gaussian assumptions as stated in the next section.

B. Closed Form Recursion

A closed form solution for CPHD recursion was established for the special class of linear Gaussian multi-target models in Section III-B. Since the recursion (42)-(43) for tracking a fixed number of targets in clutter is a special case of the CPHD recursion, it also admits a closed form solution for the class of linear Gaussian multi-target models. The following corollaries follow directly from Propositions 3 and 4, and establish an analytic propagation of the posterior intensity given by the recursion (42)-(43).

**Corollary 1** Suppose at time \( k-1 \) that the posterior intensity \( v_{k-1} \) is a Gaussian mixture of the form (22). Then, the predicted intensity at time \( k \) is also a Gaussian mixture and is given by \( v_{k|k-1}(x) = v_{S,k|k-1}(x) \) where \( v_{S,k|k-1}(\cdot) \) is given by (25).

**Corollary 2** Suppose at time \( k \) that the predicted intensity \( v_{k|k-1} \) is a Gaussian mixture of the form (28). Then, the posterior intensity at time \( k \) is also a Gaussian mixture and is given by

\[
v_{k}(x) = \frac{\Psi^{1}_{k}[w_{k|k-1}, Z_{k}](N)}{\Psi^{1}_{k}[w_{k|k-1}, Z_{k}](N)}(1 - p_{D,k}(x))v_{k|k-1}(x) + \sum_{z \in Z_{k}} \sum_{j=1}^{J_{k|k-1}} \psi_{k}^{(j)}(z)N(z; m_{k}^{(j)}(z), P_{k}^{(j)}), \tag{44}
\]
where
\[
    w^{(j)}_{k} = p_{D,k}w^{(j)}_{k|k-1}q^{(j)}_{k}(z)\frac{\Psi_{k}^{\|}[w_{k|k-1},Z_{k}\setminus\{z\}]}{\Psi_{k}^{\|}[w_{k|k-1},Z_{k}]}(N,1,\kappa_{k})\kappa(z),
\]
\[
    \Psi_{k}[w_{j},Z_{k}\setminus\{z\}] \text{ is given by (31)-(32) and (34); } w_{k|k-1} \text{ is given by (33); } q^{(j)}_{k}(z) \text{ is given by (35); } m^{(j)}_{k}(z) \text{ is given by (39); and } P^{(j)}_{k} \text{ is given by (40)-(41).}
\]

C. Demonstrations and Comparison with JPDA

We examine the performance of the special case CPHD filter for tracking a fixed number of targets by benchmarking with the JPDA filter. Note that whilst the JPDA filter assumes a known and fixed number of targets, the general CPHD filter does not. For this reason, a direct comparison between the CPHD and JPDA filters is normally not a fair assessment. However, using the special case of the CPHD filter proposed here, a direct comparison with the JPDA filter is fair since both filters use the same prior knowledge. Note that in terms of complexity, the CPHD filter is linear in the number of targets and cubic in the number of measurements, whilst the standard JPDA filter is an NP-hard formulation [38].

In this demonstration, there is a total of 100 time steps and exactly 4 targets which all cross paths at time \( k = 50 \). The true target tracks are shown in Figure 7. Each target moves with a fixed velocity according to the motion and measurement model given in Section IV. For the CPHD filter, pruning and merging of mixture components is performed using a weight threshold of \( T = 10^{-3} \), a merging threshold of \( U = 15m \), and a maximum of \( J_{\text{max}} = 100 \) Gaussian components (see [4] for the meaning of these parameters). Per scan of data, the throughput time for the CPHD filter is typically around 0.05s, whilst the throughput time for the standard JPDA filter is several orders of magnitude larger (implemented in MATLAB on a standard notebook computer). It can be seen that performing MC runs for the standard JPDA filter would require an inordinate amount of time. Hence, for the purposes of comparison, the JPDA filter is run with measurement gating using a 99% validation region around each individual target so that its typical throughput time is the same order of magnitude as that of the CPHD filter.

To compare the performance of the Gaussian mixture CPHD filter and the JPDA filter, 1000 MC runs are performed for both filters over varying clutter rates and detection probabilities. Firstly, the average clutter intensity \( \lambda_c \) is varied from \( 0m^{-2} \) to \( 2.5 \times 10^{-5}m^{-2} \) whilst the probability of target detection remains unchanged at \( p_{D,k} = 0.98 \). The time averaged WD and time averaged CPEP are shown versus the clutter rate in Figure 8. Secondly, the detection probability \( p_{D,k} \) is varied from 0.7 to 1.0 whilst the average clutter rate is fixed at \( \lambda_c = 1.25 \times 10^{-5}m^{-2} \). The time averaged WD and time averaged CPEP are shown versus the probability of detection in Figure 9.

These results suggest (at least in this particular scenario) that there is a definite performance advantage favouring the Gaussian mixture CPHD filter over the standard JPDA filter. For high rates of clutter and low probability of detection, the observed performance difference is noticeable; however
for high SNR the observed performance difference tends to be smaller. These observations are most likely caused by the JPDA filter having difficulty resolving target crossings, whereas the CPHD filter is less adversely affected by target crossings owing to its propagation of the complete posterior intensity.

VI. EXTENSION TO NON-LINEAR MODELS

In this section, two non-linear extensions of the Gaussian mixture CPHD recursion are proposed using linearization and unscented transforms, analogous to the approach in [4] for extending the Gaussian mixture PHD filter. In essence, the assumptions on the form of the single target dynamical and measurement model given by the transition density \( f_{k|k-1}(\cdot|\cdot) \) and the likelihood \( y_k(\cdot) \) are relaxed to the non-linear functions in the state and noise variables

\[
\begin{align*}
x_k &= \varphi_k(x_{k-1}, \nu_{k-1}), \\
z_k &= h_k(x_k, \varepsilon_k),
\end{align*}
\]

where \( \varphi_k \) and \( h_k \) are the non-linear state and measurement functions respectively, and \( \nu_{k-1} \) and \( \varepsilon_k \) are independent zero-mean Gaussian noise processes with covariance matrices \( Q_{k-1} \) and \( R_k \) respectively.

A. Extended Kalman CPHD (EK-CPHD) Recursion

Analogous to the extended Kalman filter (EKF) [39], [40], a non-linear approximation to the Gaussian mixture CPHD recursion is proposed based on applying local linearizations of \( \varphi_k \) and \( h_k \) as follows.

In Proposition 3, the prediction step can be made to approximate non-linear target motions by predicting the mixture components of surviving targets using first order approximations wherever non-linearities are encountered, i.e. by using the approximations (46)-(47) given below in place of the originals (26)-(27):

\[
\begin{align*}
m_{k|k-1}^{(j)} &= \varphi_k(m_{k-1}^{(j)}, 0), \\
P_{k|k-1}^{(j)} &= G_{k-1}^{(j)} Q_{k-1}^{(j)} [G_{k-1}^{(j)}]^T + F_{k|k-1}^{(j)},
\end{align*}
\]

where

\[
F_{k|k-1}^{(j)} = \frac{\partial \varphi_k}{\partial x} \bigg|_{x=m_{k-1}^{(j)}}, G_{k-1}^{(j)} = \frac{\partial \varphi_k}{\partial \nu} \bigg|_{\nu=0}.
\]

In Proposition 4, the update step can be made to approximate non-linear measurement models by updating the each of the predicted mixture components using first order approximations wherever non-linearities are encountered, i.e. by using the approximations (49)-(50) given below in place of the originals (36)-(37), and using the linearizations in (51) for the calculation of (40)-(41):

\[
\begin{align*}
\eta_{k|k-1}^{(j)} &= h_k(m_{k|k-1}^{(j)}, 0), \\
S_k^{(j)} &= U_k^{(j)} R_k [U_k^{(j)}]^T + H_k^{(j)} P_{k|k-1}^{(j)} [H_k^{(j)}]^T,
\end{align*}
\]

where

\[
H_k^{(j)} = \frac{\partial h_k}{\partial x} \bigg|_{x=m_{k|k-1}^{(j)}}, U_k^{(j)} = \frac{\partial h_k}{\partial \varepsilon} \bigg|_{\varepsilon=0}.
\]

B. Unscented Kalman CPHD (UK-CPHD) Recursion

Analogous to the unscented Kalman filter (UKF) [41], a non-linear approximation to the Gaussian mixture CPHD recursion is proposed based on the unscented transform (UT). The strategy here is to use the UT to propagate the first and second moments of each mixture component through the non-linear transformations \( \varphi_k \) and \( h_k \) as follows.

To begin, for each mixture component of the posterior intensity, using the UT with mean \( \mu_k^{(j)} \) and covariance \( C_k^{(j)} \), generate a set of sigma points \( \{y_k^{(j)}\}_{\ell=0}^L \) and weights \( \{u^{(j)}\}_{\ell=0}^L \) where

\[
\mu_k^{(j)} = \left[ m_{k-1}^{(j)} T (0)^T \right]^T,
\]

\[
C_k^{(j)} = diag(P_{k|k-1}^{(j)}, Q_k, R_k).
\]

Then, partition the sigma points into

\[
y_k^{(j)} = \left[ (x_k^{(0)} T, (\nu_k^{(0)}) T, (\varepsilon_k^{(0)}) T \right]^T
\]

for \( \ell = 0, \ldots, L \) and proceed as follows.

For the prediction, the sigma points are propagated through the transition function according to \( x_{k|k-1}^{(\ell)} = \varphi_k(x_k^{(\ell)}, \nu_k^{(\ell)}, \varepsilon_k^{(\ell)}) \) for \( \ell = 0, \ldots, L \). Then, in Proposition 3, the prediction step can be made to approximate non-linear target motions by using the approximations (52)-(53) given below in place of the originals (26)-(27):

\[
m_{k|k-1}^{(j)} = \sum_{\ell=0}^L u^{(j)} x_{k|k-1}^{(\ell)},
\]

\[
P_{k|k-1}^{(j)} = \sum_{\ell=0}^L u^{(j)} (x_{k|k-1}^{(\ell)} - m_{k|k-1}^{(j)})(x_{k|k-1}^{(\ell)} - m_{k|k-1}^{(j)})^T
\]

For the update, the sigma points are propagated through the measurement function according to \( z_{k|k-1}^{(\ell)} = h_k(x_k^{(\ell)}, \varepsilon_k^{(\ell)}) \) for \( \ell = 0, \ldots, L \). Then, in Proposition 4, the update step can be made to approximate non-linear measurement models by using the approximations (54)-(55) given below in place of the originals (36)-(37), and using (56)-(57) given below in place of the originals (40)-(41):

\[
\eta_{k|k-1}^{(j)} = \sum_{\ell=0}^L u^{(j)} z_{k|k-1}^{(\ell)},
\]

\[
S_k^{(j)} = \sum_{\ell=0}^L u^{(j)} (z_{k|k-1}^{(\ell)} - \eta_k^{(j)})(z_{k|k-1}^{(\ell)} - \eta_k^{(j)})^T,
\]

\[
P_k^{(j)} - P_k^{(j)} - G_k^{(j)} [S_k^{(j)}]^{-1} [G_k^{(j)}]^T
\]

\[
F_k^{(j)} = G_k^{(j)} [S_k^{(j)}]^{-1},
\]

\[
C_k^{(j)} = \sum_{\ell=0}^L u^{(j)} (z_{k|k-1}^{(\ell)} - m_{k|k-1}^{(j)})(z_{k|k-1}^{(\ell)} - m_{k|k-1}^{(j)})^T.
\]

Notice that the EK-CPHD and UK-CPHD recursions have similar advantages and disadvantages to their single-target counterparts. In particular, the EK-CPHD recursion requires the calculation of Jacobians and hence is only applicable when the state and measurement models are differentiable. In contrast, the UK-CPHD recursion completely avoids the
differentiation requirement and is even applicable to models with discontinuities. Finally, note that the EK-CPHD and UK-CPHD approximations are much less computationally expensive than SMC approximations in dealing with non-linearities, and that state estimates can still be extracted very easily due to the underlying Gaussian mixture implementation.

Remark: The non-linear EK-CPHD and UK-CPHD filter approximations apply directly to the Gaussian mixture implementation of the special case CPHD filter for tracking a fixed number of targets in clutter.

C. Non-Linear Demonstrations

This section presents a non-linear tracking scenario in order to demonstrate the performance of the Gaussian mixture EK-CPHD and UK-CPHD filters. Here, a nearly constant turn model with varying turn rate [42] together with bearing and range measurements is considered. The observation region is the half disc of radius 2000m. For clarity, only 5 targets appear over the course of the simulation in which there are various births and deaths. The target state variable \( x = [\bar{x}_k^T, \omega_k^T]^T \) comprises the planar position and velocity \( \bar{x}_k^T = [p_{x,k}, p_{y,k}, \dot{p}_{x,k}, \dot{p}_{y,k}]^T \) as well as the turn rate \( \omega_k \). The state transition model is

\[
\begin{align*}
\bar{x}_k &= F(\omega_{k-1})\bar{x}_{k-1} + Gw_{k-1}, \\
\omega_k &= \omega_{k-1} + \Delta u_{k-1},
\end{align*}
\]

where

\[
F(\omega) = \begin{bmatrix}
1 & \sin \omega \Delta & 0 & -\frac{1 - \cos \omega \Delta}{\omega} \\
0 & \cos \omega \Delta & 0 & -\sin \omega \Delta \\
0 & 1 - \frac{1}{\omega} & 1 & \frac{1}{\omega} \\
0 & \sin \omega \Delta & 0 & \cos \omega \Delta
\end{bmatrix},
\]

\[
G = \begin{bmatrix}
\frac{\Delta^2}{2} & 0 \\
0 & \frac{\Delta^2}{2}
\end{bmatrix},
\]

\[
w_{k-1} \sim \mathcal{N}(\cdot; 0, \sigma_w^2 I), \quad \text{and} \quad u_{k-1} \sim \mathcal{N}(\cdot; 0, \sigma_u^2 I)
\]

with \( \sigma_w = 1\sigma \), \( \sigma_w = 15m/s^2 \), and \( \sigma_u = \pi/180rad/s \). The sensor observation is a noisy bearing and range vector given by

\[
z_k = \sqrt{p_{x,k}^2 + p_{y,k}^2} \arctan(p_{x,k}/p_{y,k}) + \varepsilon_k, \tag{61}
\]

where \( \varepsilon_k \sim \mathcal{N}(\cdot; 0, R_k) \), with \( R_k = \text{diag}(\sigma^2_\alpha, \sigma^2_\beta \sigma_\gamma) \), \( \sigma_\alpha = 2(\pi/180) \text{rad} \), and \( \sigma_\gamma = 10m \). The birth process follows a Poisson RFS with intensity \( \gamma_b(x) = 0.1N(x; m_1^{(1)}, P_1) + 0.1N(x; m_2^{(2)}, P_2) \) where \( m_1^{(1)} = [ -1000, 0, -500, 0 ]^T, \quad m_2^{(2)} = [ 1050, 0, 1070, 0 ]^T \), and \( P_1 = \text{diag}([50, 50, 50, 6(\pi/180)]^T) \). The probability of target survival and detection are \( p_{DS,k} = 0.99 \) and \( p_{DD,k} = 0.98 \) respectively. Clutter follows a Poisson RFS with intensity \( \lambda_c = 3.2 \times 10^{-3} \text{ (radm)^{-1}} \) over the region \([-\pi/2, \pi/2] \text{rad} \times [0, 2000]m \) (hence the average number of false detections per frame is 20).

For both the EK-CPHD and UK-CPHD filters, pruning and merging of mixture components is performed as described in Section IV, whilst the number of targets is estimated with an MAP estimator on the cardinality distribution which is calculated to \( N_{\text{max}} = 200 \) terms.

Both the EK-CPHD and UK-CPHD filters are run on the same measurement data. The true trajectories and filter output for the EK-CPHD and UK-CPHD are shown in Fig. 10 and 11 respectively. It can be seen that the both EK and UK approximation to the Gaussian mixture CPHD filter are able to identify all target births and track the non-linear motion well. Notice also that the filters have no trouble estimating the states of the two targets which cross paths at time \( k = 80 \).

VII. CONCLUSION

This paper has proposed a Gaussian mixture implementation of the cardinalized PHD (CPHD) filter as a solution to the multi-target detection and estimation problem. It has been shown that for the case of linear Gaussian multi-target models, the CPHD recursion admits a closed form solution. In particular, closed form expressions for propagating the Gaussian mixture intensity, as well as for the cardinality distribution have been derived. Furthermore, efficient techniques for propagating the intensity and cardinality distribution have been given. A special case of the CPHD filter for tracking a fixed number of targets has been proposed, along with a closed form
recursion for linear Gaussian multi-target models. Extensions to non-linear models have been provided via linearization and uncented transform techniques. Simulations have verified that the proposed Gaussian mixture CPHD filter performs accurately and shows a dramatic reduction in the variance of the estimated number of targets when compared to the Gaussian mixture PHD filter. Moreover, interesting differences in the CPHD and PHD filters’ response to changes in the number of targets have been observed. Additionally, simulations have suggested that the special case CPHD filter for tracking a fixed number of targets has a noticeable performance advantage compared to the standard JPDA filter. The complexity of the CPHD filter is linear in the number of targets and cubic in the number of measurements, whilst the standard JPDA filter is an NP-hard formulation. Finally, simulations have shown that the proposed extensions to non-linear models are suitable algorithms for problems involving mild non-linearities.
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APPENDIX A
In this section, we derive the CPHD recursion given in Section III from the original recursion proposed in [24], [25]. Recall that $v_{k|k-1}$ and $v_k$ denote the predicted and posterior intensities respectively. Following [24], [25], let $G_{k|k-1}$ and $G_k$ denote the probability generating functions of $p_{k|k-1}$ and
We first simplify the intensity update (A.4). Note that both $p_k$ and $p_{k-1}$ denote the probability generating functions of $p_{k,i}$ and $p_{k-1,i}$ respectively; $G^{(i)}(\cdot)$ denotes the $i$th derivative of $G(\cdot)$ and $G^{(i)}(\cdot) = G^{(i)}(\cdot)/G^{(1)}(1)$; $c_k(z) = \kappa_k(z)\langle 1, \kappa_k \rangle$ denote the density of clutter measurements, and $q_{D,k} = 1 - p_{D,k}$ denote the missed detection probability. Also, let $\bar{v} = v(1,v)$ for any unnormalized density $v$.

1) Proof of Proposition 1: Consider the original CPIH prediction as given in [24], [25]

$$v_{k-1}(x) = \int \mathcal{P}_S(x|z) f_{k-1}(x|z) d\zeta + \gamma_k(x), \quad (A.1)$$

$$p_{k-1}(n) = \sum_{j=0}^{n} p_{k-1}(n-j) \times \left[ \begin{array}{c} 1 \frac{G^{(j)}_{k-1}(1-(\mathcal{P}_S, \bar{v}_{k-1}))}{\langle \mathcal{P}_S, \bar{v}_{k-1} \rangle} \end{array} \right]. \quad (A.2)$$

Note that the intensity prediction (A.1) and (10) are identical. To simplify the cardinality prediction (A.2), using $\bar{v}_{k-1} = v_{k-1} / \langle 1, v_{k-1} \rangle$ and $G^{(i)}_{k-1}(y) = \sum_{\ell=j}^{\infty} p^{(j)}_{k-1}(\ell) y^{\ell-j}$, the bracketed expression in (A.2) simplifies to

$$\frac{1}{j!} \sum_{\ell=j}^{\infty} p^{(j)}_{k-1}(\ell) \left[ 1 - \frac{\langle \mathcal{P}_S, v_{k-1} \rangle}{\langle 1, v_{k-1} \rangle} \right]^{\ell-j} \left[ \frac{\langle \mathcal{P}_S, v_{k-1} \rangle}{\langle 1, v_{k-1} \rangle} \right]^{j}$$

$$= \sum_{\ell=j}^{\infty} p^{(j)}_{k-1}(\ell) \times \left[ \frac{\langle \mathcal{P}_S, v_{k-1} \rangle}{\langle 1, v_{k-1} \rangle} \right]^{\ell-j} \left[ \frac{\langle 1, v_{k-1} \rangle}{\langle 1, v_{k-1} \rangle} \right]^{(j-\ell)}$$

$$= \sum_{\ell=j}^{\infty} p^{(j)}_{k-1}(\ell) \left[ \frac{\langle \mathcal{P}_S, v_{k-1} \rangle}{\langle 1, v_{k-1} \rangle} \right]^{\ell-j} \left[ 1 - \frac{\langle \mathcal{P}_S, v_{k-1} \rangle}{\langle 1, v_{k-1} \rangle} \right]^{j-\ell} \left[ \frac{\langle 1, v_{k-1} \rangle}{\langle 1, v_{k-1} \rangle} \right]^{(j-\ell)}$$

$$= \Pi_{k-1} \left[ v_{k-1}, p_{k-1} \right](j). \quad (A.3)$$

Hence, substituting (A.3) into (A.2), we obtain the CPIH cardinality prediction (9) as required.

2) Proof of Proposition 2: Consider now the original CPIH update as given in (A.4)-(A.5) (see [24], [25]).

We first simplify the intensity update (A.4). Note that both the numerator and denominator of the two bracketed terms in (A.4) are all of the general form

$$\sum_{j=0}^{\infty} G^{(j+u)}_{k-1}(\langle \mathcal{P}_S, \bar{v}_{k-1} \rangle) \cdot \sigma_j(\mathcal{Y}_k). \quad (A.6)$$

Using $\bar{v}_{k-1} = v_{k-1} / \langle 1, v_{k-1} \rangle$, $G^{(i)}_{k-1}(0) = i! p_{k-1}(i)$, $G^{(i)}_{k-1}(y) = \langle 1, v_{k-1} \rangle^{-i} \sum_{k=0}^{\infty} p_{k-1}(n) \cdot y^{n-i}$, and $P^{n} = 0$ for all integers $n < i$, it can be seen that (A.6) simplifies to

$$\sum_{j=0}^{\infty} \frac{|Z| - j)! p_{k-1}(\langle 1, v_{k-1} \rangle - j) \cdot \sigma_j(\mathcal{Y}_k)}{\langle 1, v_{k-1} \rangle} \times$$

$$\sum_{n=j+u}^{\infty} P^{n+j+u}_{k-1}(n) \frac{\langle \mathcal{P}_S, v_{k-1} \rangle}{\langle 1, v_{k-1} \rangle}^{n-j} \cdot \sigma_j(\mathcal{Y}_k). \quad (A.7)$$

Since the bracketed expression in the last line above is precisely the definition of $\mathcal{Y}_k^n[v_{k-1}, Z^n](n)$, it follows that (A.6) can be written as

$$\sum_{n=0}^{\infty} p_{k-1}(n) \mathcal{Y}_k^n[v_{k-1}, Z^n](n) = \langle p_{k-1}, \mathcal{Y}_k^n[v_{k-1}, Z^n] \rangle. \quad (A.7)$$

Substituting into (A.7): $Z = Z_k \backslash \{ \}$ and $u = 1$ yields the numerator of the first bracketed term in (A.4) ; $Z = Z_k$ and $u = 1$ yields the numerator of the second bracketed term in (A.4); $Z = Z_k$ and $u = 0$ yields the denominator of the both bracketed terms in (A.4). Thus, we have established the CPIH intensity update (13) as required.

Now simplify the cardinality update (A.5). The numerator in (A.5) can be simplified using $G^{(i)}_{k-1}(0) = i! p_{k-1}(i)$ and $G^{(i)}_{k-1}(\langle 1, v_{k-1} \rangle - j) = \langle 1, v_{k-1} \rangle^{-i} n! p_{k-1}(n)$ as follows

$$\sum_{j=0}^{\infty} \frac{|Z| - j)! G^{(i)}_{k-1}(\langle 1, v_{k-1} \rangle - j) \cdot \langle \mathcal{P}_S, v_{k-1} \rangle^{n-j} \cdot \sigma_j(\mathcal{Y}_k)}{\langle 1, v_{k-1} \rangle} \times$$

$$\sum_{n=j+u}^{\infty} P^{n+j+u}_{k-1}(n) \frac{\langle \mathcal{P}_S, v_{k-1} \rangle}{\langle 1, v_{k-1} \rangle}^{n-j} \cdot \sigma_j(\mathcal{Y}_k) \cdot$$

$$\sum_{n=0}^{\infty} p_{k-1}(n) \mathcal{Y}_k^n[v_{k-1}, Z^n](n) = \langle p_{k-1}, \mathcal{Y}_k^n[v_{k-1}, Z^n] \rangle. \quad (A.8)$$

Substituting into (A.7): $Z = Z_k \backslash \{ \}$.
\[= \sum_{j=0}^{\|Z\|} (\|Z\| - j)! p_{K,k}(\|Z\| - j) \times \]
\[\frac{n!p_{k|k-1}(n)}{\langle 1, v_{k|k-1} \rangle} \frac{\langle q_{D,k}, v_{k|k-1} \rangle^{n-j}}{(\|1, v_{k|k-1} \|^n)^{n-j} \sigma_j(Z_k)} \]
\[= \sum_{j=0}^{\|Z\|} (\|Z\| - j)! p_{K,k}(\|Z\| - j) P^n_j \times \]
\[\frac{\langle q_{D,k}, v_{k|k-1} \rangle^{n-j}}{(\|1, v_{k|k-1} \|^n)^{n-j} \sigma_j(Z)|p_{k|k-1}(n)} \]
\[= \Upsilon^n_k \left[ v_{k|k-1}, Z \right] (n)p_{k|k-1}(n). \]

Furthermore, since the denominator in (A.5) is of the form (A.7), we have established the CPHD cardinality update (12) as required.